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Method Experiments

Motivation Mask Proposal Generation Representation Learning Object Discovery We conduct experiments on LVIS dataset.

[0 Instance segmentation is an active topic in computer Training: Th " | . fwork is trained
vision that is usually solved by using supervised raining. 1he mask proposal generation network is traine
learning approaches over very large datasets on the 80 common categories in COCO without consuming

any annotations on the long-tail categories in LVIS.

composed of object level masks.
U This work proposes a method that can perform Evaluation: Hyperbolic K-Means clustering is run with 1462
number of clusters (chosen by Elbow method).
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unsupervised discovery of long tail categories in
instance segmentation, through self-supervised
learning of instance embeddings of masked regions.
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the mask features, because it is able to eﬂ:ICIentIy common categories representation space ShapeMask [ 1] COCO masks+LVIS boxes | 0.084 0.137 0089 | 0056 0084 0.102 | 0.062 0088  0.103
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O d th d ' t f 3 t ] Foreground- Intersecting Objects Loss . . .
ur proposed method consists of o steps. | Background Loss Parent-Child Loss Ablation study to test the effectiveness of each triplet loss term
(1) class-agnostic mask proposal generation using a ! e

region proposal network (pre-trained on common
categories in COCO)
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(2) sampling of the masks using sampling rules that BLANKET g Y 0.0689 0.0842 0.0707
exploits the relationship and hierarchical structure wio L,y 00374 00455 00306
within the mask proposals, and representation : object | | |

. ) , : Mask proposals representin - -
learning of the sampled mask features using triplet eneric objoctnoss 1N _ Fine-grained wWio Ly 10,0846 0.1082 0.0921
losses with a hyperbolic (Poincare ball) embedding 5 Hyperbolic Embedding Space stance sesmentarion
space Full model 0.1086 0.1597 0.1125
(3) unsupervised clustering to identify the distinct object Example clusters discovered through clustering

categories of the embedded masks.

Qualitative results showing model ablations.

Intuition of the Loss terms in Representation Learning
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« L ask: the foreground (masked region) feature of each region e
proposal is closer to the bounding box feature than to the 45 . @ % "\'i’&
background (non-masked region) feature. -

«  Lohiect - Mask proposals that are overlapping are likely to be about 10ck [mb“ (L)

the same object, so their feature should be close.
*  Lyierarchical - SMaller masks that are part of the larger masks have o -
hierarchical relationship in their visual features. oggle switc e Pivot
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“L” means categories in LVIS, without “L” means novel categories that are not in LVIS Input image Only mask loss . All three losses

object loss




